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It is difficult to overcome the challenge of understanding the relationship 

between consumer patterns and overall market trends and improve the 

company's operational efficiency through optimizing the delivery process. 

Utilizing sales data from Super Store available on the Kaggle website, this 

study aims to identify predictable consumer patterns using cluster analysis, as 

well as explore how to improve delivery efficiency based on a better 

understanding of consumer needs and preferences. This research utilizes K-

Means and K-Medoids clustering methods to group product subcategories 

into three categories: best-selling, in-selling, and not-selling. The process of 

data transformation, exploratory analysis, model building, as well as cluster 

performance evaluation were conducted with the help of analytical tools such 

as Microsoft Excel, Tableau, and RapidMiner. The results show that the K-

Medoids algorithm provides more accurate clustering performance compared 

to K-Means, with a Davies-Bouldin Index value of -0.867 for K-Medoids and 

-0.519 for K-Means. This shows that K-Medoids is more suitable in 

describing the characteristics of existing data. The most in-demand cluster 

results are in the sub-category of machines and copiers products. 
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1. Introduction 

 One important aspect of achieving a sound business strategy is understanding consumer behavior and 

needs. Changing purchasing patterns and evolving preferences make understanding consumer patterns key to 

forecasting market trends and identifying potential growth opportunities. Data is one of the most valuable assets 

for companies to identify opportunities and face challenges in a changing business environment [1]. 

Analysis of consumer patterns from sales data can provide valuable insights into consumer behavior. 

However, there is still a need to understand the relationship more deeply between consumer patterns and overall 

market trends. On the other hand, increasing competition and pressure to improve operational efficiency are 

driving companies to optimize delivery processes based on enhanced consumer information. 

This research aims to investigate the relationship between consumer patterns and market trends. By 

utilizing the available sales data, this study will employ cluster analysis to identify predictable consumer 

patterns and leverage them to forecast future market trends. The clustering method or analysis is utilized to 

group objects based on observed indicators, ensuring that objects within the same group are highly similar 

compared to those in different groups. Different groups [2]. Additionally, this research will also explore ways 

to enhance delivery efficiency by gaining a deeper understanding of consumer needs and preferences. 

 

The results of this research will provide valuable insights for companies in designing more effective and 

efficient sales strategies, increasing customer satisfaction, and increasing company profitability. 
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2. Research Methods 

Research methods are steps taken by researchers to collect research data. This data is processed and 

analyzed scientifically to achieve research objectives. The steps in this research include data collection 

techniques, data transformation, exploratory data analysis, model building, performance clustering, and 

clustering results as shown in Figure 1. 

 

 

 
Figure 1. Data Science Process 

 

2.1 Data Collection Technique 

Data for this analysis was obtained through data download techniques from the Kaggle website 

(https://www.kaggle.com/datasets/laibaanwer/superstore-sales-dataset) [5]. The dataset used is the SuperStore 

Sales Dataset which was downloaded on April 25, 2024 at 12:00 WIB. This dataset has version 1.0 and was 

chosen because it contains store sales data that can be used to analyze sales trends and consumer behavior. This 

data will later be used to build a machine learning model to predict future sales. 

2.2 Data Transformation 

Data transformation is used to change data in a form that is suitable for the data mining process. Data 

transformation is used to change the attribute data type from nominal to numerical data type with the Nominal 

to Numerical tool to match the required data type [6]. Some techniques for data transformation are 

normalization, attribute selection, and discretization. Data normalization technique is a technique used in data 

mining to convert the value of a data set into a common scale [7]. Feature selection aims to select the most 

relevant subset of attributes from the original data. This technique reduces the number of features involved in 

determining a target class value [8]. Discretization technique refers to the process of transforming continuous 

data into a set of data intervals [9]. Discretization can help in identifying patterns that are not visible in the 

original data. This whole process improves data quality so that the analysis or model built becomes more 

accurate and efficient.  

The data transformation used in this research is Attribute selection. Attribute selection is the process of 

selecting the most relevant and informative subset of attributes from a larger data set. The goal is to reduce the 

dimensionality of the data and improve the performance of the machine learning model. 

 

2.3 Exploratory Data Analysis 

Exploratory Data Analysis (EDA) is an analytical approach to data to create a summary of the data so 

that it is easy to understand [10]. Researchers can apply various statistical and visualization techniques to 

uncover hidden patterns, trends, and relationships in the data. In this phase, it is very important to remain 

critical and not immediately draw conclusions from what is seen. Researchers should consider various 

possibilities and look for relevant evidence according to their research objectives. Hasty analysis can lead to 

erroneous conclusions. Therefore, each finding should be carefully examined and validated. 

In this process, the authors visualized data from the super store to find out various useful knowledge to 

better understand market trends. We used Tableau to facilitate the completion of this research. This tool makes 

it easy for researchers to process and analyze data effectively. Using Tableau as a data visualization tool has 

several significant advantages. Among them is the high flexibility in processing and visualizing data from 

various sources. 

2.4 Model Building  

The process of building this model requires deep thought and understanding of the data and algorithms to 

be used. In this study, researchers will use RapidMiner as software as well as the K-Means and K-Medoids 

algorithms for data analysis. In the context of the K-means algorithm, clusters usually refer to groups of data 

that are similar or like each other. K-means is one of the most used clustering methods in data analysis and 
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machine learning. It works by randomly defining a cluster center (centroid), then calculating the distance 

between each data and the centroid. Each data will be grouped into the cluster that has the closest centroid. 

After all data is grouped, a new centroid will be recalculated based on the average of the data in one cluster 

[11]. 

Besides using the K-means algorithm, this research also compares with other algorithms such as K-

Medoids. K-Medoids is like K-means, but uses actual data points as cluster centers, making it more robust to 

outliers. This research sets three groups, namely most in-demand, in-demand, and not in-demand. The 

determination of these groups aims to categorize products based on sales levels. By comparing the two 

algorithms, it is expected to find the most effective clustering method for this sales analysis. 

2.5 Performance Clustering 

Based on the results of the implementation of several algorithms, performance results are obtained which 

aim to compare which algorithm is more accurate later. This performance evaluation is carried out using 

metrics such as the Davies-Bouldin Index for both algorithms, namely K-means and K-Medoid. The Davies-

Bouldin Index metric is defined as the average ratio of within- and between-cluster distances for each cluster 

to its nearest neighbor cluster [12]. By using the same metric for both algorithms, it allows for a more fair and 

consistent comparison in evaluating the quality of cluster. 

It can be seen later whether there is a significant difference in the way the two algorithms cluster the data. 

The best performance is determined not only by the value of the metric but also by the ease of interpretation 

of the clustering results. Thus, a final decision on which algorithm is more accurate and effective can be made 

by considering various evaluation factors. 

2.6 Clustering Results 

This stage is the last stage where the results of the clustering process will be obtained. The clustering 

results will group the products into three categories: best-selling, in-selling, and not-selling. With this 

information, the super store company can know which product subcategories have the highest sales or are most 

in demand. This helps the company to identify ongoing market trends. This knowledge is invaluable for making 

more informed business decisions. 

Market trends inform us about what products need to be developed for customers, cost how much, 

distribution should be done through which channels, thus reducing uncertainty or business losses while in the 

process of developing new products or services [14]. By knowing market trends, companies can focus their 

efforts on products that are most in demand by customers. The best-selling product subcategories can get more 

attention in terms of promotion and inventory. Meanwhile, the less-selling products can be re-evaluated for 

improvements or additional promotions. Thus, the company can improve its overall sales performance. 

3. Result and Discussion 

   This section will explain the results of the research method. starting from the results of data collection, 

data transformation, exploratory data analysis, model building, performance clustering, and clustering results. 

 

3.1 Data Transformation Result 

In this study, we used feature selection techniques to choose the most relevant subset of attributes from 

the original data, reducing data dimensions and enhancing model efficiency. Table 1 shows the Superstore data 

before attribute selection. 

 

Table 1. Super Store Data 
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Table 1. Continuation of Super Store Data 

For this study, we used only two data attributes: sub_category and sales. Figure 2 illustrates the data after 

attribute selection. 

 

Figure 2. Data after attribute selection. 

 

3.2 Exploratory Data Analysis Result 

The exploratory data analysis results will be visualized using Tableau. This aims to uncover market trends 

and is also useful for analyzing the most effective shipping methods for Superstore. Below are some of the 

visualizations. 

3.2.1 Sales Profitability by Product Category  

This section visualizes sales profitability based on product subcategories. It utilizes the attributes 

sub_category, year, and profitability. 

 

 
Figure 3 

 



87 

 

 
Figure 3. Continuation 

 

Figure 3 shows that the highest profitability of the company is from the sale of copier products in 2014, 

with a profit of 104,049 USD. Conversely, the company experienced a loss in 2014 with the sub_category 

of tables, amounting to -30,546 USD. This graph provides information and warnings to the company to 

analyze the causes of these losses, such as high production costs, non-market-trend-following designs in 

the tables sub_category, leading to a lack of consumer interest, and also suggests collecting feedback from 

consumers 

3.2.2 Average Discount on Various Product Sub-Categories 

This section visualizes the average discount in each product subcategory using the attributes sub_category 

and discount (average). Knowing the average discount helps the company assess its pricing and discount 

strategies. For instance, an average discount of 11.90% for accessories might be considered too high or 

low, allowing the company to adjust its discount strategy accordingly. 

 

Figure 4 

Figure 4 shows that the subcategory of accessories typically gets an average discount of 0.1190, meaning 

customers usually receive an 11.90% price reduction from the original price. 

 

Higher or lower discounts can affect sales volume. The average discount impacts profit margins. If the 

discount is too high, profit margins may decrease. The company must ensure that the discounts offered 

remain profitable. 

 

 Compared to the average discount on the tables subcategory, which is 28.77%, there is a significant 

difference. The following points should be noted, and actions should be taken based on this comparison: 

 

a. The tables sub-category has a much higher average discount (28.77%) compared to the accessories sub-

category (11.90%). 

b. Profitability: Higher discounts on tables products may reduce profit margins more than accessories. 

c. Product Demand: High discounts might be necessary to boost or maintain tables product sales, indicating 

that demand for these products is more price-sensitive. 
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d. Competition: High discounts could also signify tougher competition in the market for tables products, 

forcing 

 

Actions that can be taken include: 

e. Reducing Discounts: If analysis shows that lower discounts can still maintain or increase sales, consider 

reducing discounts on tables products. 

f. Discount Variation: Experiment with discount variations over specific periods or for certain customer 

segments to find the optimal discount that maximizes profits. 

 

3.2.3 Sales Data by Region and Customer Segment 

This section visualizes sales data by region and customer segment using the attributes region, segment, 

and sales. 

 
Figure 5 

 

Figure 5 provides valuable information related to market trends. We can see that the highest sales are in 

the Central region in the consumer segment, with sales amounting to 1,381,649 USD. The company 

should focus more on marketing and distribution strategies in this region to further maximize sales. 

Marketing strategies may include product adjustments, promotions, and services to better meet the needs 

of the dominant customer segment. 

 

3.2.4 Distribution of the Most Effective Shipping Methods 

This section visualizes which shipping methods are most effective and frequently used by 

customers, using the attributes ship_mode and quantity. 

 

Figure 6 

Figure 6 provides valuable information about the most effective shipping methods. We can see that the 

Standard Class method is preferred by customers, with a quantity of 100,111 shipments, whereas the 

Same Day shipping method is rarely used. The company can take several strategic actions. First, it can 

enhance the efficiency and capacity of the Standard Class service to ensure customer satisfaction remains 

high. Second, the company could promote or offer incentives for less popular shipping methods, such as 
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Same Day, to encourage their usage. Third, the company can reevaluate the costs and benefits of each 

shipping method to optimize resources and improve profitability. 

3.3 Model Building Result 

After reviewing the visualization result from Tableau, proceed to data modeling using the K-Means 

and K-Medoids algorithms. Figures 7 and 8 illustrate that the operator is utilized to read the dataset in 

this study. Subsequently, apply K-Means and K-Medoids clustering to model the existing dataset. Cluster 

distance performance is then used to evaluate the best clustering result. This study categorize the data 

into 3 groups: in demand, in demand, and not in demand. 

 

Figure 7. K-Means Algorithm Model Using RapidMiner 

 

 

Figure 8. K-Medoids Algorithm Model Using RapidMiner 

 

3.4 Clustering Performance Results 

Based on the result of the implementing of the K-Means algorithm in RapidMiner, the following 

performance (Figure 9) results were obtained: 
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Figure 9. K-Means Performance Data 

 

 

Figure 10.  K-Medoids Performance Data 

Based on Figure 9, which present performance data using the K-Means algorithm, it is explained that the 

performance result of the Davies-Bouldin Index (DBI) is -0,519. In Figure 10, using the K-Medoids algorithm, 

the performance result is -0,867. Therefore, it can be concluded that the clustering performed by the K-Means 

algorithm is superior to K-Medoids. K-Means demonstrates more accurate and better performance compared 

to K-Medoids because, according to the principle of the Davies-Bouldin Index (DBI), the ideal value in data 

mining is to be smaller or closer to zero [15]. Thus, it indicates better clustering quality. 
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Figure 11. Comparison of K-Means and K-Medoids Performance Results 

 

It can also be seen from Figure 11 that the Tableau visualization result show that the bar chart of K-Means 

performance result is closer to zero or smaller in value than the bar chart of K-Medoids performance results. 

3.5 Clustering Results 

Based on the results of the K-Means performance value which is more accurate and faster in clustering. 

Resulting in Cluster 0 with 45136 items categorized as Unsold, then Cluster 2 with 5465 items categorized as 

Sold, and finally Cluster 1 with 689 items categorized as Most Sold, and the last. Can be seen from Figure 12 

below. 

 

Figure 12. Cluster Model 

Furthermore, to identity the subcategories of products that fall under three clusters mentioned earlier, it 

can be done through visualization using RapidMiner (Figure 13). This platform enables in-depth analysis of 

cluster data, allowing companies can direct marketing and inventory management strategies with more 

precision, ensuring that each product sub_category receives the attention it deserves according to market 

potential and customer demand. 
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Figure 13. RapidMiner Visualization 

 

From the visualization results using RapidMiner above, it can be seen in Table 2, that the subcategory 

of machine products dominates in cluster (1), which is the best-selling category, with sales reaching 22,368 

USD. In the second position, the copiers product subcategory recorded sales of 17,500 USD. In cluster (2), 

which is also a hot-selling category, there are subcategories of phones and tablets with sales of USD 2,022 and 

USD 2,018 respectively. Meanwhile, in cluster (0), which is a non-selling category, the binders and fasteners 

subcategory shows very low sales of only 6 USD. This information provides a clear view of the sales 

performance of each product subcategory, enabling the company to take strategic steps in managing inventory 

and directing marketing efforts more effectively according to the identified market conditions. 

 

Table 2. Clustering Results 

4. Conclusion 

The conclusion of the report "Cluster Analysis Using K-Means, K-Medoids, and Product Shipment Analysis 

Methods on Super Store Data" is that this research successfully identified market trends in a Super Store Company 

through clustering products into three categories: best-selling, in-selling, and not-selling. Using data from the 

Kaggle website and analysis tools such as Microsoft Excel, Tableau, and RapidMiner, this study found that the K-

Means algorithm provides more accurate clustering performance than K-Medoids. This finding shows that the 

performance value of K-Means is more accurate at -0.519. In terms of time, K-Means is also faster in clustering 

than K-Medoids. K-Means is more suitable for the characteristics of the data, so this information can be used by 

companies to optimize marketing strategies and inventory management, focusing on products with the best sales 

performance. This conclusion emphasizes the importance of structured data analysis in supporting better and 

timely business decision making. 
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