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This study delves into the complex intricacies of web log data within the Electronic
Resources module of the Perpustakaan Sultanah Bahiyah (PSB) website at Universiti
Utara Malaysia (UUM). Serving as a cornerstone of academic infrastructure, the
Electronic Resources module acts as a vital gateway, seamlessly connecting the
UUM academic community to a vast repository of scholarly information. However,
the search process is often tedious, as users must browse each repository separately
without prior knowledge of which repository contains the desired information.
Studying the web log is one approach to revealing historical search patterns, which
can guide new users towards the most relevant repository for their needs. However,
the size and complexity of the web log present challenges in this study. Therefore,
meticulous preprocessing methods are employed, involving the restructuring of raw
data, outlier cleaning, and user session identification, laying the foundation for a
comprehensive analysis. The study further explores the identification of search
keywords embedded in the log file, employing a systematic process that transforms
data into a structured format. Subsequent extraction of databases and keywords

Pp. 45-52, 2024. yields intriguing findings, prominently highlighting IEEE and Serial Solution

databases. The analysis of 19,146 keywords associated with 11 databases offers
valuable insights into user behaviour, preferences, and the overall effectiveness of
the Electronic Resources module. Identifying frequent keywords not only provides
analytical insights but also accelerates users' search processes, reducing cognitive
load and fostering a more efficient research experience. This research contributes to
optimising user experiences and refining digital library services, aligning them with
the evolving needs of the academic community.
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1. Introduction

In the digital landscape of academic institutions, the utilization of electronic resources (e-Resources) has become
integral to scholarly pursuits. This study focuses on web log data from the Electronic Resources module in the
website of Perpustakaan Sultanah Bahiyah (PSB), Universiti Utara Malaysia (UUM).

The Electronic Resources module serves as a crucial conduit, providing access to a wealth of scholarly
information tailored to meet the diverse needs of the academic community at UUM. Specifically designed for
registered PSB users, it facilitates seamless access to a broad range of subscribed databases and electronic
resources. Operating as a virtual portal, it effectively bridges the gap between scholars and academic content,
empowering research, facilitating journal access, and supporting database exploration. Together, these features
enhance the overall academic experience for the UUM community.

Understanding user interactions within this module is pivotal given the dynamic nature of digital
scholarship and the myriad electronic resources available. This study delves into web log data complexities,
unraveling patterns and trends among registered users' navigation, engagement, and utilization of resources
facilitated by the UUM Library. Focusing on this module, the research contributes subtle insights into user
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behavior, preferences, and the overall efficacy of the Electronic Resources module as a gateway to online
databases and scholarly content.

This study also holds promise for practical outcomes that enhance the user experience and streamline
scholarly pursuits. A paramount advantage lies in identifying frequent keywords derived from web log data.
Scrutinizing patterns within user queries, this research aims to unearth keywords commonly employed by
registered users during searches.

In data-intensive environments, the role of data analytics is paramount for informed decision-making [1].
The identification of frequent keywords goes beyond providing analytical insights, delivering tangible
advantages to users exploring extensive databases and electronic resources. This importance is underscored by
the fact that keywords serve as vital connectors between the content of webpages and user inquiries [2].
Moreover, discerning frequent keywords contributes to a reduction in users' cognitive load. Optimized search
functionalities spare individuals from exhaustive database browsing, resulting in a more user-friendly and
intuitive exploration of electronic resources. This approach results in swifter access to pertinent information [3],
ultimately saving users time and enhancing the efficiency of their research experiences.

2. Literature Review

Data mining, a fundamental aspect of data science, is a multidisciplinary field that extracts valuable insights,
patterns, and knowledge from extensive datasets. Operating as a pivotal step within knowledge discovery in
databases (KDD), data mining employs algorithms to reveal meaningful patterns and relationships within large
data repositories [4].

Web mining is an application of data mining that utilizes various data mining techniques to explore and
extract valuable information from the vast expanse of the World Wide Web [5]. This concept plays a pivotal role
in facilitating navigation, search, and visualization of web content. Web mining is categorized into three major
types [6]: web content mining, web structure mining, and web usage mining. Web content mining involves
extracting useful information from diverse types of web content, aiding in classification and pattern discovery.
Web structure mining focuses on extracting knowledge from hyperlinks that represent the web's structure.
Lastly, web usage mining observes user access patterns on the internet, providing valuable insights for
organizations studying user behavior on a large scale.

Methods for extracting patterns from web access log data can be classified into three main categories, that
are; pre-processing, pattern discovery tools, and pattern analysis tools [7]. The pre-processing phase of Web
Usage Mining involves data cleaning, user identification, session identification, path completion, session
reconstruction, transaction identification, and formatting [8]. Some researchers define additional tasks, such as
conceptual hierarchies construction and URL classification [9;10]. The goal of the pre-processing phase is to
provide a structural, valid, and integrated data source for the pattern discovery phase. Moreover, intelligent tasks,
such as forecasting, necessitate clean and preprocessed data to ensure accurate predictions [11].

Thakare & Gawali [12] propose an effective pre-processing process, starting with data collection from
primary sources like server log files. After data collection, field extraction is performed using Java code,
followed by data merging and sorting. Data cleaning removes unnecessary information, and in the conversion
phase, the TransLog algorithm is employed to convert log files into Access or Oracle tables. The session
identification phase then reconstructs clickstream data into the actual sequence of actions performed by a user
during a site visit.

Deepa & Raajan [13] implemented pre-processing techniques to convert log files into user sessions suitable
for mining. This process also reduces the size of the session file by filtering the least requested pages. Pattern
discovery, a crucial phase in web usage mining, involves extracting behavioral patterns from formatted data [14].
Elhiber & Abraham [15] highlight various methods for pattern discovery, with clustering, association rules, and
statistical analysis being the most frequently used.

Advancements in clustering methods include Aghabozorgi & Wah's [16] hybrid approach, leveraging usage
data and data domain for recommendation design, and Alphy & Prabakaran's [17] Ant ClusterTrack algorithm
for cluster optimization using ants' nest mate identification techniques. Association rules have seen
improvements with Islam & Chung's [18] improved FP tree and algorithm, providing efficient mining of all
possible frequent item sets without generating the conditional FP tree. Statistical analysis continues to be a
robust method for knowledge extraction, aiding in improving system performance and security, as well as
facilitating site modification [19;20]. Overall, these advances underscore the ongoing refinement and application
of web usage mining techniques.

3. Method

This study focuses on consolidating web log data encompassing users' search activities across a collection of
databases owned or operated by various service providers. The challenges encountered in this research primarily
revolve around the size and complexity of the data. The log file, rich with attributes like IP addresses and URLSs,
poses a valuable resource. However, the data is currently disorganized and irregular, necessitating restructuring
before any subsequent processing can take place. Example of the raw data is presented in Figure 1.
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3 ESERV-20120100xt - Notepad - olEd
File Edit Format View Help
10.63.253.9 58jB2AbT0j30phg - [01/3an/2012:00:00:15 +0800]  “GET A
http://syndic8.scopus.com:80/getMessage?registrationId=GAIGHDRGHC JOOBNL IAKHHAKOGANGGCNMMSLUVGIPMS HTTP/1.1" 200
27853
10.63.253.9 ACphOVLmS57x0m6 I  [01/)an/2012:00:00:23 +0800]  "POST

http://web.ebscohost.com:80/ehost/resultsadvanced?sid=16b6a981-8449-43¢5-a9b7-8abffb2cfece
%40sessionmgr115&vid=6&hid=106&bquery=(ethnic+AND
+competence )&bdata=ImRiPWEZaCZkYj11dGgmZGI9bmx1YmsmZGI9CGROIMRIPXBZzeWgmZGI9YndoImRiPTI4aCZ0eXB1PTEMC2102T11a692dC15aXZ1InN

jb3B1PXNpdGU%3d HTTP/1.1" 302 593

10.63.253.9 - - [01/3an/2012:00:00:23 +0800] "HEAD http://eserv.uum.edu.my:80/ HTTP/1.1" 302 0
10.63.253.9 - - [01/3an/2012:00:00:24 +0800] "HEAD http://eserv.uum.edu.my:80/login HTTP/1.1"

200 6147

10.63.253.9 AcphovLms57xDm6 I (01/1n/2012:00:00:26 +0800)  "GET
http://web.ebscohost.com:80/ehost/pdfviewer/pdfviewer?vid=7&hid=106&sid=16b6a981-8449-43¢5-a9b7-8abffb2cfece
*40sessionmgr1l5 HTTP/1.1" 200 31346

10.19.74.76 - . [01/3an/2012:00:00:31 +0800] "GET http://eserv.uum.edu.my:80/login?

url=http://www.emeraldinsight.com/journals.htm?issn=1741-038X&volume=19&issue=48articleid=1723279&show=pdf HTTP/1.1"

200 6147

10.63.253.9 ACphoVLms57xDm6 I [01/73n/2012:00:00:31 +0800) "GET
http://content.ebscohost.com:80/ContentServer.asp?
T=P&P=ANEK=3653200385-R&D=a3h&EbscoContent=dGIyMNHXBkSeqas4wt vhoLCmreémep69Srqad ThSkxWXS&Content Customer=dGIyMPPq34rfset 55%
2BS5febl8YwA HTTP/1.1" 302 778

10.63.253.9 AcphoVLmS57xDmé I  (01/):n/2012:00:00:58 +0800]  “GET
http://content.ebscohost.com:80/pdf9/pdf/2009/ESF/01Mare9/36532003, pdf?
T=P&P=ANBK=36532003&5=R&D=a3h&EbscoContent =dGIyMNHX8kSeqasawt vhOLCmromep69Srqad ThSHxWXS&Content Customer=dGIyMPPq34rfset55%
2855febl8YwA HTTP/1.1" 200 323054

10.2.4,189 - - [01/3an/2012:00:01:18 +0800] "GET http://eserv.uum.edu.my:80/ HTTP/1.1" 302 0
10.63.253.9 yONbha31F fMOANY I  (01/):n/2012:00:01:29 +0800]  "GET
http://www.jstor.org:80/abs/addons?uri=httpX3A%2F%2Fwww. jstor.org.eserv. uum, edu.myX2Fstable
%2Fi314133&groups=anonymous&scripts=plantlinks& =1325347351898 HTTP/1.1" 200 6586

10.63.253.9 yONbha31FfMOANY I  (©1/730/2012:00:01:30 +0800] "GET http://www.jstor.org:80/rx?

Figure 1. Sample of raw data

The initial step of data preprocessing involves utilizing spaces to segregate each attribute in the log file into
individual columns within an Excel sheet. Subsequent data cleaning procedures are then applied to filter out
outlier data, such as entries containing file formats like JPEG, PNG, and PDF, along with data marked as failed.
Records falling into these categories are discarded. Following this, in the user differentiation phase, a unique
user ID is assigned to each IP address, facilitating user identification for further analysis, particularly in the
session identification process. Each identified session is grouped by its unique user ID in the session clustering
phase. The final refinement in this phase involves correcting data spelling during the data formatting process.

For the identification of search keywords within the log file, a transformation is applied to structure the log
into a formatted layout, exemplified in Figure 2. Subsequently, only the URL column is retained for analysis. In
this phase, irrelevant and outlier data are eliminated, specifically by discarding records with failed codes less
than 200 or greater than 299. Following the completion of data cleaning, the extraction of database and keyword
information is performed.

Database-Specific Keyword Frequency Analysis in Merged Web Log Data: A Preprocessing Method



48
Data Science Insights.

Vol. 2, No. 1, 2024

RemoteHost rcd31 Date URL Status  [Bytes

10.63.253.9 | 58B2AbToj30pWg | [01/:an/2012:00:00:15 +0800] | "GET http://syndec8.scopus.com:B0/getMessageRregistrationd=GAIGHDRGHCIOOBNLIAKHHAKOGANGGONMMSLUVGIPMS HTT| 200 27853
10.63.253.9 | AcphSVLmsSTxOm6 | [01/:3n/2012:00:00:23 +0800] | "POST hitp://web.ebscohost.com:80/ehost/resultsadvancedisid=1606a981-8449-43¢5-adb7-Babifb2clecsdDsessionmgrt 158 302| 593
10632539 |- [01/:a0/2012:00:00:23 +0800] | "HEAD https/feserv.uum.edu.my:80/ HTTP/1.1* 02 0
10632539 |- {01/:3n/2012:00:00:24 +0800] | "HEAD http:/feserv.uum.edu.my:80/login HTTP/L.1" W0 6147
10,63.253.9 | Acoh9VLmsSTx0m6 | (01/ian/2012:00:00:26 +0800] | "GET htp:/{eb ebscoost.com:B0/ ehost/odfviewer/pdfviewerhid=Talid=1068sid=16062081-8440-43-a007-Sabffodclecel]  200] 31346
10197476 |- [01/:20/2012:00:00:31 +0800] | "GET httpJfesers.vum.echs my:80/loginturthttp: /vy, emeralinsght com/journals htmPissn=1741-0388volume=198ise=|  200] 6147
10632539 | AcohVLmsS7x0m6 | 01/30/2012:00:00:31 +0800] | "GET hitp:/fcontent.ebscoost.com:80/ContentServer.aso?T-PaP=ANGK=365320038-RRD=a3h8Ebscolontent=dGHMNENEK  302]  778]
10,63.253.9 | AcohSVLmsSTx0m6 | 01/0/2012:00:00:58 +0800] | "GET http:/Jcontent.ebscobost.com:80/pdi/pdf/2009/ESF 01 Mar03/36532003 pdf 1T-PRP-ANEK=3653200385-RRD=a3hGEbd  200] 323054]
1024189 [01/:a0/2012:00:01:18 +0800] | "GET hitp:/fesers.oum.edu my:80/ HTTP/L.4* BEEEE
10,63,253.9 | yQNoh43IFiMOARY | [01/4an/2012:00:01:2 40800 | "GET htg://orwnjsto.org:a0/abs/addons uri=httpHaAR2FR2Fun ftor.org eservaum.edumykdFstableXaraiattbgroun  200] 6586
10632539 | yONGhA3IFIMOARY | [01/.an/2012:00:01:30 40800] | "GET htpffuwstor.org:80mPuid=5252481803664828st=1325347351510R pn=het:f v tor.org. esenv.uum. e myfsat] 204[ 0
10.19.74.76 |- [01/%an/2012:00:01:30 +0800] | "GET http;//eserv.uum.edu.my:80/login?url=http://) Idinsight.com/journals.htm?i :741~Olﬁ(&vow-19&imc-{ 200] 6147
10,63.253.9 | yQNoh43IFIMOARY | [01/a0/2012:00:01:50 +0800] | "GET htpu/fonwetor.otg 80/Puid=3086255792375068st=13253473697208n=http: uww,stororg eservuum edumyacti| 204 0
10.63.253.9 | yQNoh43IFIMIARY | [01/:an/2012:00:01:52 40800] | "GET htp:ffsewwn stor.org:80/action/expandCollapseDecadeGroup?open=1950s8journalCode=jamerstatasso HTTP/L1" w6793
1063.253.9 | yQNbh43IFMOARY | [02//an/2012:00:02:25 +0800)] | "GET httpy//wwwnstor.org:80/stable/i314162 HTTP/1.1" 000 24847
10.63.253.9 | yON6h43IFMOARY | [01/4a0/2012:00:02:25 +0800)] | "GET https//wwwn stor.org:80/stable/i314162 HTTP/1.1" 2000 64926
10.63.253.9 | yQNbh43IFIMOAY | [01/.an/2012:00:02:30 +0800] | "GET http://wwwjstor.org:80/stable/i314162 HTTP/L.1" 2000 73910]
10.63.253.9 | yQNbh43IFFMIARY | [01/an/2012:00:02:30 +0800] | "GET hittp:/wwwn.jstor.org:80/userimages/42667/banner HTTP/1.1" 2000 9263
1019.74.76 |- {01/ 0/ 2012:00:02:30 +0800] | "GET httpyfesers.uum.edumy:80floginturhtto:/ . emeraldinsght.comffournals htmPissn=1741-038(@uokme=198issue=|  200] 6147
10.63.253.9 | yQNbh43IFFMOARY | [01/:an/2012:00:02:35 +0800] | "GET hittp:/wwwnjstor.org:80/abs/addons?uri=http%3A%2EK2Fwuew.jstor, org. eserv.uum.edu.myk2Fstable®2Fi3141628groups. 200 6586
10632539 | yONGA3IFIMOARY | [01/.an/2012:00:02:35 +0800] | "GET httpffwstor.org 80/ nuid=4270724181671058st=132534741 13598 pnhittpy e stor org eservuumedumyfstat| 204 0
1063.2539 |- [01/:30/2012:00:02:47 +0800] | "GET https/feserv.uum.edu.my:80/ HTTP/1.0° 30 0
10.63.2529 | yQNbh43IFIMIANY | [01/:an/2012:00:02:48 40800] | "GET http://iww.stor,org:80/pagetermsConfimText.sp HTTP/L1" 000 5%
10.63.253.9 | yQNBh43IFIMIANY | [01/:an/2012:00:02:49 +0800] | "GET http://wwwn.jstor.org:80)/page/termsConfirmText.jsp HTTR/L.1" 200! 598

Figure 2. Data in Structured Format

Following the completion of pre-processing, the detection of search keywords employed by users is
initiated. Typically, these keywords are embedded within the URLs, concluding with terms like "Query,"
"Keyword," and so forth. An illustrative example of a keyword in the log file is presented in Figure 3. The
extraction process involves isolating these keywords, and subsequently, associating them with the respective
databases. As demonstrated in  Figure 3, keywords such as  "sukuk+structure"  and
""continuous+education+and-+retention™ stand out among those successfully identified from the log.

GET http://www emeraldinsight. com:80/search htm?st1=sukuk+siructure&ct=all&esc=1&bf=1 HTTP/1.1

GET hitp://proquest.umi.com:80/pgdweb?RQT=302&COPT=REJTPUcyODcrM2IxMCZJTIQOMCZWRVI9Mg===&clientld=28929&cfc=1 H
GET hitp-//www_ emeraldinsight.com:80/journals. htm?issn=1753-8394&volume=2&issue=4&articleid=1826941&show=pdf HTTP/1.1

GET hitp-//www_.emeraldinsight.com:80/journals. htm?issn=1759-0817&volume=1&issue=1&articleid=1858421&show=pdf HTTP/1.1

GET hitp-//proquest umi com-80/pgdweb?S0Q=continuous+education+and+retenfion&DBld=G647&date=AL L &onDate=&beforeDate=&af
GET http//www emeraldinsight com:80/search htm?st1=sukuk+structure&ec=18&bf=1&ct=jnl HTTP/1 1

GET http://proquest.umi.com:80/pgdweb?SQ=continuous+education+factors&DBId=G647&date=ALL&onDate=&beforeDate=&afterDate
GET http://eserv.uum.edu.my:80/connect?session=s5kK6uj4JmxDFOgY &url=menu HTTP/1.1

GET hitp://eserv.uum. edu.my:80/menu HTTP/1.1

GET http://www_ emeraldinsight.com:80/journals. htm?issn=0828-8666&volume=26&issue=1&articleid=1846113&show=pdf HTTP/1 .1
GET hitp-//www emeraldinsight com:80/search htm?st1=sukuk+structure&ec=18&bf=18&ct=jnl&nolog=167626&page=2 HTTP/1 1

GET http://eserv.uum edu my:80/public/rightmenu.htm HTTP/1.1

GET http://www.emeraldinsight.com:80/search.htm?st1=sukuk+siructura&ec=1&bf=1&ct=jnl&nolog=167626&page=2 HTTP/1.1

GET hitp-//www emeraldinsight.com:80/journals. htm?issn=1753-8394&volume=2&issue=2&articleid=1795358&show=pdf HTTP/1.1

GET hitp-//www_.emeraldinsight.com:80/journals. htm?issn=1759-0817&volume=1&issue=1&articleid=1858422&show=pdf HTTP/1.1

GET http//www emeraldinsight com:80/search htm?st1=sukuk+structure&ec=18&bf=18&ct=jnl&nolog=167626&page=3 HTTP/1 1

GET hftp-//www emeraldinsight com:80/search htm?st1=aftiftude &ec=1&bf=18&ct=jnl&nolog=814577&page=2 HTTP/1 1

GET http://www.emeraldinsight.com:80/search.htm?st1=changing+aftitude&ct=all&ec=1&bf=1 HTTP/1.1

GET http://eserv.uum.edu.my:80/connect?session=sjZEm3XIn7jzCwY 3&url=menu HTTP/1.1

Figure 3. Sample keyword in log file

Figure 4 illustrates the comprehensive steps involved in the database and keyword extraction process. The
initial phase involves converting the Microsoft Excel file to CSV format. Subsequently, the "GetDatabases"
function is implemented to systematically organize the URL column into an array based on the type of databases.
For clarity, variables are declared to distinctly identify each database. Another crucial function,
"CheckDataType," is developed to categorize the type of data, distinguishing between string, numeric, or
alphanumeric formats. Example of extracted alphanumeric data is "challenges+to+sukuk&ct=all&ec=1&bf=1."
Subsequently, any extraneous characters from the sentence are meticulously removed, leaving behind only the
string of keywords.

Figure 5 shows examples of the successfully extracted keywords. To optimize their quality, all identified
keywords undergo meticulous data formatting and spelling correction. Following this refinement, the subsequent
phase involves the systematic removal of stop words from the keywords, setting the stage for comprehensive
data analysis activities. The complete steps in databases and keywords extraction is outline in Figure 6.

Database-Specific Keyword Frequency Analysis in Merged Web Log Data: A Preprocessing Method
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4. Results and Discussion

This study successfully extracted a total of 19,146 keywords from the dataset, each intricately linked with its
respective databases. The analysis of the log file revealed the presence of 11 databases, and Table 1 succinctly
summarizes the obtained keywords. Notably, the largest number of keywords is associated with the IEEE
database, totaling 4,862. Within this count, 3,418 keywords stand out as unique, while 808 appear with frequent
recurrence. Serial Solution emerges as the second-largest contributor, with a total of 3,043 keywords. Other
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databases yielded less than 2,000 total keywords each. These findings underscore the prevalence of IEEE and
Serial Solution databases within the UUM community. Figure 6 illustrates the trends in keyword distribution,
encompassing counts of total keywords, frequent keywords, and the overall keyword landscape.

Table 1. Databases and Keywords

No. DATABASE NUMBER OF FREQUENT SUM OF
KEYWORDS KEYWORDS KEYWORDS

1. ebscohost 1552 217 1835
2. Emerald 912 74 1011
3. Eric 462 341 1081
4, ieee 3418 808 4862
5. JournalCambridge 1080 67 1148
6. JSTOR 1321 150 1503
7. OnlineLibrary 956 80 1044
8. ScienceDirect 1561 255 1906
9. SCOPUS 1226 124 1379
10. SerialSolution 2408 363 3043
11. XREF 307 18 334
TOTAL 6143 2497 19146

Analysis of Keywords by Databases

6000
5000
4000
3000

2000 I
S A R ANARTRARA

&L >
SN %00 PO QOQ %0\0 +
S § & S $
Q \Q \\Q .\Q) \"br
0’&(b Q’Q %0 %6

ENUMBER OF KEYWORDS ®FREQUENT KEYWORDS ®SUM OF KEYWORDS

Figure 6. Analysis of Keywords by Databases

5. Conclusion

The Electronic Resources module serves as a digital hub that not only consolidates and organizes scholarly
content but also democratizes access to this wealth of information. Its pivotal role in providing a seamless and
efficient avenue for scholarly engagement underscores its importance as an integral component of the academic
ecosystem at UUM.

The preprocessing method employed in this study has successfully addressed the challenges posed by the
size and complexity of web log data. The transformation of raw data into a structured format, coupled with
meticulous data cleaning and user differentiation processes, has laid the foundation for meaningful analysis.
Additionally, the identification and extraction of search keywords, including the removal of irrelevant data and
the systematic correction of spelling, have enhanced the quality of the dataset.

The practical implications of this research extend beyond academic analysis, offering tangible benefits for
users navigating extensive databases and electronic resources. The identification of frequent keywords not only
provides analytical insights but also accelerates users' search processes, reducing cognitive load and fostering a
more efficient research experience. This study contributes valuable perspectives for optimizing user experiences
and refining the management of electronic resources within academic libraries.

In essence, this research lays the groundwork for continued refinement of digital library services, aligning
them more closely with the evolving needs and expectations of the academic community. As digital resources
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continue to play a crucial role in contemporary academia, the insights gleaned from this study contribute
significantly to the ongoing enhancement of digital library services and the overall scholarly journey at UUM.
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