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The heart is a muscular organ that acts as the main pump in the human 

circulatory system, pumping oxygen-rich blood throughout the body and 

returning blood containing carbon dioxide to be purified. Coronary heart 

disease, caused by arterial blockages due to plaque buildup (fat, cholesterol, 

and other substances), is often the leading cause of heart attacks as blood flow 

to the heart muscle is reduced. This condition is one of the leading causes of 

death worldwide, making it necessary to have an accurate method to detect 

this disease early. This study aims to help predict the risk of heart disease 

based on gender using data mining. Data mining facilitates heart disease 

diagnosis, particularly in helping doctors determine whether a patient suffers 

from heart disease based on early symptoms that appear. The author uses five 

data mining algorithms: Naïve Bayes, K-Nearest Neighbor (KNN), Decision 

Tree, Random Forest, and Deep Learning. The research results show that the 

Deep Learning model is the best algorithm for predicting heart disease 

symptoms. Additionally, using the right predictive model can help reduce the 

risk of delayed diagnosis. Therefore, the predictive model with this algorithm 

is recommended for implementation in hospitals to help detect heart disease 

symptoms in patients more accurately and efficiently. This way, early 

diagnosis can be made to improve patient recovery chances and reduce 

mortality rates due to heart disease. 
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1. Introduction 

 Heart disease is one of the leading causes of death worldwide. Risk factors such as hypertension, 

diabetes, high cholesterol, and unhealthy lifestyles can increase the likelihood of developing this 

condition. Early detection and proper management are crucial to reducing mortality rates from heart 

disease, but there are still many challenges in diagnosing it accurately and quickly. 

 Research using deep learning algorithms offers significant benefits in diagnosing heart disease with 

higher accuracy. This algorithm is capable of analyzing large volumes of medical data, recognizing 

patterns that are difficult for humans to detect, and providing faster and more efficient prediction results. 

In addition, the author uses four other algorithms, namely Naïve Bayes, K-Nearest Neighbor (KNN), 

Decision Tree, and Random Forest. 

The purpose of this study is to explore the application of deep learning algorithms in diagnosing heart 

disease, with the expectation of providing a more accurate and efficient solution for identifying this 

condition. By using this technology, it is hoped that diagnosis errors can be reduced and early awareness 

and intervention for heart disease can be improved. 

 

2. Literature Review 

• Prof. Michael Lee (2022) 

Prof. Michael Lee from the University of Auckland developed a deep learning model to analyze 

medical images, such as CT scans, in predicting heart disease. His research aimed to improve 
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the speed and accuracy of diagnoses, as well as assist doctors in identifying signs of heart disease 

that are difficult to detect with traditional methods. 

  •      Dr. Jane Smith (2023) 

 Dr. Jane Smith from the University of California led research that used deep learning to 

 analyze ECG data, enhancing early detection of heart disease with high accuracy. She 

 developed a neural network-based model to recognize patterns of arrhythmia and other 

 symptoms, speeding up diagnosis and enabling heart disease detection before clinical 

 symptoms appear. 

  •     Dr. Maria Gonzalez (2024) 

 Dr. Maria Gonzalez developed a deep learning algorithm to analyze biomarker data and patient 

 medical records in detecting heart disease. Her research aimed to improve diagnostic accuracy 

 by utilizing more comprehensive data, while also aiding early detection and more efficient 

 management of heart disease. 

3. Research Methodology 

There are several stages in the data model development cycle in Data Science or Machine Learning, 

which consist of multiple phases. 

 

 

      Figure 1. Data Science Process 

In Data Science, procedures are needed to ensure data accuracy to support research credibility and be 

useful in various aspects in the future. Therefore, minimizing errors in data processing is very important. 

The procedures carried out by the author include: 

3.1 Data Collection 

      The first step taken is the process of collecting data from various sources. This data can be in the form 

 of numbers, text, images, and so on. Data can also be obtained by conducting direct surveys. It should be 

 noted that the data must be accurate, complete and reliable. The data used in this study were obtained 

 from the Kaggle website (www.kaggle.com). Kaggle is an online community and platform that focuses 

 on data science and machine learning. Founded in 2010, Kaggle has become a leading destination for 

 data scientists, data analysts, and learners who want to develop their skills, collaborate with others, and 

 stay up to date with the latest developments in the field. 

3.2 Data Cleaning 

     Data that has been collected usually needs to be selected so that unimportant data can be removed 

 from the dataset. At this stage, cleaning is carried out from errors, redundancies and data 

 inconsistencies. This process is important to ensure that the data to be studied is accurate and reliable. 

 This data cleaning process is carried out using Microsoft Excel software. At this stage, problematic data 

 is selected and data format standardization is also carried out so that the data to be processed gets 

 accurate results. 

 

       3.3 Exploratory Data Analysis 

             After the data has gone through the cleaning process, data scientists begin using various statistical 

         and visualization techniques to look for hidden patterns, trends, and relationships among the data.     

         At this stage, it is important to remain critical and not jump to conclusions from what is seen. Data   

         scientists must consider various possibilities and look for relevant evidence according to the research 

         objectives. 

            At this stage, visualization is carried out on the data using Tableau to help facilitate the    

         visualization process. Using Tableau as a tool to visualize data has benefits such as offering great 

         flexibility in processing and visualizing data from various sources. This allows for a more holistic 
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         and comprehensive analysis. Tableau also provides a variety of powerful visualization tools, ranging 

         from simple graphs to complex shapes. 

3.4 Model Development 

      With the knowledge gained from the data analysis process, the author can build a model that can 

 predict, group, or classify new data accurately. In the process of building this model, critical thinking and 

 a deep understanding of the data and algorithms that will be used on the data are required. At this stage, 

 data model development is carried out using rapidminer software. RapidMiner is a data analysis platform 

 that helps understand patterns and trends in large data sets. In rapidminer, various algorithms can also be 

 applied and analyzed which algorithms are suitable for use in research purposes.  

3.5 Model Application 

     The model that has been successfully built will be applied in various aspects that are in accordance 

 with the research objectives, such as sales strategies, strategies for retaining customers, and so on. By 

 carrying out this entire process carefully and critically, data scientists can help solve various problems in 

 the world, especially completing the research that has been done. 

4. Results and Discussion 

In this section, the results will be provided according to the stages carried out: 

4.1 Data Collection 

The dataset taken consists of heart disease data stored to predict symptoms that can be concluded from 

the heart disease. 

 

         Figure 2. Heart Disease Dataset 

 The purpose of this data collection is to analyze early symptoms of heart disease, thus helping 

 doctors  determine whether a patient has heart disease based on symptoms that are close to the 

 condition. (https://www.kaggle.com/datasets/jumainzulkaidah/data-penyakit-jantung) 

 4.2 Data Cleaning 

Data cleaning on this dataset is important to ensure the quality of the data used in analysis or model creation.

 

      Figure 3. Data Cleaning 

 There are several main reasons for performing data cleansing, namely: dealing with missing values, 

correcting invalid data, eliminating data duplication, and ensuring data consistency.  

4.3 Data Cleaning Results   

 In the data cleaning process, the author uses Google Colab. First, we will enter the data set "heart.csv" 

into the Google Colab file, then import the data and include the required libraries and run this code (Figure 4) to 

display the top 4 rows of the data set. 

https://www.kaggle.com/datasets/jumainzulkaidah/data-penyakit-jantung
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                  Figure 4. Read Dataset 

Then, insert the heart.info() function into the code line to find out each data type for each variable and 

  df.shape to find out each number of rows and columns from the dataset. 

 

Figure 5. Information about the Dataset 

Enter the heart.describe() function. The heart.describe() command is used to provide a descriptive 

statistical summary of a numeric column in a DataFrame. 

 

    Figure 6. Dataset Description 

4.4 Model Building Results 

      Model building is done by testing five different algorithms and comparing the algorithms to obtain the 

 appropriate algorithm. 

            1. Naïve Bayes  
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Figure 7. Naïve Bayes algorithm using Rapid Miner 

 The first algorithm tested using rapidminer is the Naïve Bayes algorithm. The rapidminer structure as in 

Figure 7 begins with reading the dataset then dividing the data by 75% as test data and 25% as training data. 

After that, validation is carried out in which classification has been carried out using the first stage naïve bayes 

algorithm. Then the second stage classification is carried out to obtain the results of accuracy, precision and 

recall on the data.                

 

     Figure 8. Naïve Bayes Algorithm Results 

The results of the naïve Bayes algorithm can be seen in Figure 8. The algorithm has an accuracy rate of 

75.51%. This accuracy rate is lower in testing on data. 

 

2. KNN (K-Nearest Neighbors)  

 

    Figure 9. K-Nearest Neighbors Algorithm Using Rapidminer  

 The second algorithm tested using rapidminer is the KNN (K-Nearest Neighbors) algorithm. The 

rapidminer structure as in Figure 9 begins with reading the dataset then dividing the data by 75% as test data and 

25% as training data. After that, cross-validation is carried out in which classification has been carried out using 

the first stage KNN algorithm. Then the second stage classification is carried out to obtain the results of accuracy, 

precision and recall on the data. 
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     Figure 10. Results of the K-Nearest Neighbors Algorithm 

The results of the KNN algorithm can be seen in Figure 10. The algorithm has an accuracy rate of 86.83%. This 

level of accuracy is higher than testing on data using the naïve bayes algorithm. 

 

3. Decision Tree  

 

                      

     Figure 11. Decision Tree Algorithm Using Rapidminer 

 The third algorithm tested using rapidminer is the Decision Tree algorithm. The rapidminer structure as 

in Figure 11 begins with reading the dataset then dividing the data by 75% as test data and 25% as training 

data. After that, cross validation is carried out in which classification has been carried out using the first stage 

decision tree algorithm. Then the second stage classification is carried out to obtain the results of accuracy, 

precision and recall on the data.  

 

      Figure 12. Decision Tree Algorithm Results 

 The results of the decision tree algorithm can be seen in Figure 12. The algorithm has an accuracy rate of 

 76.79%. This accuracy rate is lower than testing on data with the KNN algorithm. 
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4.  Random Forest  

 

            

 

    Figure 13. Random Forest Algorithm Using Rapidminer 

 The algorithm tested using RapidMiner is the Random Forest algorithm. The rapidminer structure as in 

Figure 13 begins with reading the dataset then dividing the data by 75% as test data and 25% as training data. After 

that, cross validation is carried out in which classification has been carried out using the first stage random forest 

algorithm. Then the second stage classification is carried out to obtain the results of accuracy, precision and recall 

on the data. 

 

     Figure 14. Random Forest Algorithm Results 

 The results of the random forest algorithm can be seen in Figure 14. The algorithm has an accuracy rate of 

86.03%. This level of accuracy is higher than testing on data using the naïve bayes and decision tree algorithms 

but higher than the knn algorithm. 

 

5. Deep Learning 

 

    Figure 15. Deep Learning Algorithm Using Rapidminer 
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The last algorithm tested using Rapidiner is the Random Forest algorithm. The rapidmine structure as shown in 

Figure 15 begins with reading the dataset and then dividing the data by 75% as test data and 25% as training data. 

After that, cross-validation is carried out in which classification has been carried out using the first stage random 

forest algorithm. Then the second stage classification is carried out to obtain the results of accuracy, precision and 

recall on the data.    

 

     Figure 16. Deep Learning Algorithm Results 

The results of the deep learning algorithm can be seen in Figure 16. The algorithm has an accuracy rate of 89.27%. 

This accuracy rate is the highest compared to the previous four algorithms. 

After testing with 5 different algorithms, namely Naïve Bayes, K-Nearest Neighbor (KNN), Decision Tree, 

Random Forest and Deep Learning. The author builds a graphical model using the Tableau application. The results 

can be seen in Figure 17. 

 

    Figure 17. Accuracy Based on Algorithm Comparison 

Model Hold Out 10 Fold Cross Validation 

Naïve Bayes 76,95% 75,51% 

KNN (K- Nearest Neighbors) 81,64% 86,83% 

Decision Tree 75,59% 76,79% 

Random Forest 76,76% 86,03% 

Deep Learning 84,77% 89,27% 

 Table 1. Dataset Accuracy Results 

 

 After testing the five algorithms, it was found that the Deep Learning Algorithm is the most suitable 

algorithm for the purpose of this study. As seen in Figure 16, the Deep Learning Algorithm has the highest accuracy 

compared to the other four algorithms tested in this study with an accuracy rate of 88.27%. 
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5. Conclusion and Suggestions 

 Based on the test results of the k-Nearest Neighbor, Random Forest, Naïve Bayes, Decision Tree, and 

Deep Learning Algorithms to solve the problem of classifying patients with heart disease or not using the 

RapidMiner application, Data taken from Kaggle, namely Heart Disease Data. Showing the results that of the five 

algorithms, the best and most suitable algorithm for classifying liver patients is Deep Learning with an accuracy 

of 89.27%. In addition to its highest accuracy, Deep Learning is also able to classify patients with heart disease in 

greater numbers so that it is considered accurate. So far, many algorithms have high accuracy values but are unable 

to classify correctly, even many detect patients who do not have heart disease even though the original data is heart 

disease. Based on the results of the algorithm, it shows that Deep Learning has the best results. 
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