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1. Introduction 

Learning or education is the process of gaining new understanding, knowledge, behavior, abilities, values, 

and attitudes. With good education, one can develop one's character to be the best. In education there are also 

facilities, namely schools which are places where students study. In the school environment, a system is needed 

that can detect student performance so that in the learning process the school can find out the size of student 

performance in their academic pursuits. One element for accreditation assessment is the punctuality of student 

graduation. The presence of inactive students will certainly affect the punctuality of graduation. Student 

performance prediction is needed to prevent inactive students [1]. Performance assessments in general have the 

aim of providing input to students in an effort to improve and increase the quality of student learning, as well as 

the productivity of an organization. 

To predict student performance, it is necessary to build a machine learning model. Machine learning is an 

application of artificial intelligence (AI) that provides automatic performance systems and learns to improve 

themselves from experience without being explicitly programmed. Machine learning focuses on developing 

computer programs that can access data and use it to learn on their own. The application of Machine Learning 

methods in recent years has grown everywhere in everyday life. The term machine learning is basically the process 

of computers learning from data. Without data, computers cannot learn anything. Therefore, if we want to learn 

machine learning, we will definitely continue to interact with data. All machine learning knowledge will definitely 

involve data. The data may be the same, but the algorithms and approaches are different to get optimal results [2]. 

Before this research, there had been various other studies with the same or similar topics using the same or 

different methods, one of which was the research by Esty Purwaningsih and Ela Nurelasari which used the K-

Nearest Neighbor method for Classifying Student Graduation Levels, which obtained an accuracy of 96.49% [3]. 

In addition, there are also those who use the same algorithm to predict student performance, namely Akuma, S. 

and Abakpa, H who obtained a Mean Absolute Error of 0.1506, a Root Mean Squared Error of 0.2199, and an 

accuracy of 87.84% [4]. In an article written by Yazan A. Alsariera, Yahia Baashar, Gamal Alkawsi, Abdulsalam 
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This study explores how to measure and predict student performance using various 

machine learning algorithms to determine the model that produces the best predictions. 

The collected data is obtained from the Kaggle data science and machine learning 

community website, obtaining a dataset with 6 attributes, namely: (1) Hours Studied, (2) 

Previous Scores, (3) Extracurricular Activities, (4) Sleep Hours, (5) Sample Question 

Papers Practiced, and (6) Performance Index. The data was cleaned and explored using 

Microsoft Excel, Google Colab and Tableau. Model development using RapidMiner and 

Google Colab. The algorithms used for the study were: k-NN, SVM, Linear Regression, 

Generalized Linear Model, Deep Learning. The Root Mean Squared Error (RMSE) 

results obtained by the algorithm were 2,455 (k-NN), 2,072 (SVM), 2,013 (Linear 

Regression), 2,030 (Generalized Linear Model), 2,364 (Deep Learning). From the RMSE 

it can be seen that the algorithm that gets the best results is Linear Regression, after being 

retested, Linear Regression gets an RMSE of 2.015, and Root Squared (R2) of 0.989, 

meaning the Linear Regression algorithm has an accuracy of 98.9%. 
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Mustafa, Ammar Ahmed Alkahtani, and Nor’ashikin Ali, there is a discussion about the results/accuracy obtained 

by various other studies on student performance prediction using different algorithms and with the use of different 

data attributes for the study. The algorithms with the highest and lowest accuracy included are as follows: (1) 

Artificial Neural Network: 98.3%(Highest), 64.4%(Lowest), (2) Support Vector Machine: 91.3%(Highest), 

66%(Lowest), (3) Decision tree: 98.2%(Highest), 66%(Lowest), (4) K-nearest neighbor: 95.8%(Highest), 

69%(Lowest), (5) Naive Bayes: 96.9%(Highest), 65.1%(Lowest), and (6) Linear Regression: 76.2%(Highest), 

50%(Lowest) [5]. 

In another study conducted by Stephen Opoku Oppong, it was stated that neural networks are the most 

frequently used classifiers to predict student performance. Also, 87% of the algorithms used were Supervised 

Learning, compared to 13% which were Unsupervised Learning [6]. In addition, there is also a study conducted 

by Hussein Altabrawee, Osama Abdul Jaleel Ali, Samir Qaisar Ajmi regarding student performance prediction 

using the Artificial Neural Network (ANN), Naive Bayes, Decision Tree, and Logistic Regression machine 

learning algorithms, where the ANN model obtained the best accuracy results, namely 77.04% compared to other 

algorithms [7]. Likewise, there is another study by Munise Seçkin Kapucu, İbrahim Özcan, Hülya Özcan, Ahmet 

Aypay regarding the prediction of elementary and junior high school students' grades in science subjects using the 

deep learning machine learning method. In this study, researchers found that the average number of books read per 

year had the most significant impact on students' academic performance in science. Furthermore, deep learning 

obtained an accuracy value of 90% in predicting student performance in science [8]. Then there is also a study 

conducted by Bashiru Aliyu Sani, Samaila Baoku I.G, Bashir Jamilu Ahmed and Samaila Musa, with the same 

topic. The machine learning algorithms used include: Support Vector Machine, Linear Regression, and Stochastic 

Gradient descent algorithms. These models have been compared using the classification accuracy of Mean 

Absolute Error, Mean Square Error, and Root Mean Square Error. The data set used to build the model was 

collected based on a survey given to students and student grade books. The support vector machine model achieved 

the best performance of 99.1% [9]. 

  The purpose of this study is to analyze the influence of factors that affect student performance. With that, this 

journal can provide the most suitable algorithm to predict student performance based on the factors mentioned 

earlier. In this study, the data used is the student performance dataset taken from kaggle which includes data: (1) 

Hours Studied, (2) Previous Scores, (3) Extracurricular Activities, (4) Sleep Hours, (5) Sample Question Papers 

Practiced, and (6) Performance Index with Performance Index acting as a label or target model to be built. These 

data represent all aspects that affect student performance, both large and small, such as time spent studying to time 

spent sleeping or resting, and extracurricular activities. Although the influence is small, it must still be included in 

order to achieve the most accurate and satisfying results. 

2. Research Methods  

  In this study, the data science process (Figure 1) will be used as a research reference. 

 
Figure 1. Data Science Process 

2.1 Obtain Data 

The data taken for this study is the Student Performance dataset obtained from the Kaggle 

website in the form of a .csv file. This dataset is data created to observe factors that affect student 

academic performance. In this dataset file there are 10,000 data with the following attributes: (1) Hours 

Studied: shows the amount of time spent studying by students in hours, with a numeric data type. (2) 

Previous Scores: shows previous grades obtained by students, with a numeric data type. (3) 

Extracurricular Activities: shows the student's extracurricular status, with a Boolean data type. (4) Sleep 

Hours: shows the student's sleep time, with a numeric data type. (5) Sample Question Papers Practiced: 

shows the number of practice papers worked on by students, with a numeric data type. (6) Performance 

Index: shows student performance, with a numeric data type. 

The data taken from this dataset is synthetic or artificial, that is, it is not obtained from the 

original source, but aims to illustrate the relationship between variables and the Performance Index or 

student performance. With this research, it is hoped that with a complex system in predicting student 
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performance, it can maintain student abilities and achievements, ensure that students can graduate on 

time, and ensure that student abilities are appropriate and match the field taken. In this study, the 

problem raised is the prediction of student performance. The data used is taken from Kaggle, with a 

total of 10,000 data. This study will compare the accuracy between several different algorithms using 

RapidMiner and Google Colab. Google Colab or Google Colaboratory which helps users support all 

data science and machine learning needs [10]. 

2.2 Scrub Data 

In this stage, it is required to look for and resolves abnormalities in the data, such as incorrect 

data, duplicate data, missing data, and so on. This can be done in Microsoft Excel. This stage is important 

for the accuracy of the results, because duplicate, incorrect or missing data can affect the results that are 

not in accordance with the actual ones. 

2.3 Explore Data 

After the cleaning process, using the software Tableau to visualize the data patterns of features. 

The visualization helps readers understand the data and the relationship between features and target 

classes more easily. At this step, it is still important to do deeper research and not make decisions based 

on the visualization alone, because Tableau only provides visualizations according to the data at that 

time. 

2.4 Model Data 

In this process, a statistical model or machine learning development will be carried out that is 

able to predict the results. Several algorithms will be using for testing to try the best model to predict 

student performance. This is done using Google Colab and RapidMiner to get accuracy and deviation 

values. 

2.5 Interpret 

The successfully built model will be applied in various systems or businesses that require it, such 

as educational institutions, namely schools. The application of this model is carried out responsibly and 

ethically, and ensures that the model is not biased, discriminatory, or harmful to users. 

3. Results and Discussion  

3.1 Data Collection Results 

Here is a snippet of the dataset used for this study. This dataset was obtained from the Kaggle website. 

(https://www.kaggle.com/). 

 
Figure 2. Dataset 

 From the dataset above (Figure 2) there are 10,000 data with a Performance Index in the range 

0-100 as the target of the model to be built. 

3.2. Data Cleaning Results 

In the data cleaning process, first insert the "Student_Performance.csv" data set into a 

Google Colab file, then include the necessary libraries and run this code (Figure 3) to display the 

top 10 rows of the data set. 

https://www.kaggle.com/


73 

  

  

  

 
Figure 3. Read Dataset on Google Colab 

Then, insert the df.info() function into the code line to find out each data type for each variable 

and df.shape to find out each number of rows and columns of the dataset. Then insert the df.describe() 

function into the code line to find out the average value and other values. 

 

Figure 4. Describe Dataset on Google Colab 

From the results obtained from Google Collab (Figure 4), it can be seen that when using the 

df.describe() function, the Extracurricular Activities data does not appear. This is because 

Extracurricular Activities is data containing the strings "Yes" and "No". In general, this is not a problem, 

but with the label/target, namely Performance Index being a numeric data, a regression model will be 

used for model development, while some regression models face problems when data is entered that 

does not fall into the numeric category. 

To solve this problem, it is required to change Extracurricular Activities into numeric data. This 

can be done using Microsoft Excel software, where the “Find and Replace” feature is used (Figure 5) 

to find and change all cells that matches the search query. To suit the needs of this study, “Yes” will be 

replaced by 1, and “No” will be replaced by 0, to represent the boolean values of True and False. (Figure 

6). 
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Figure 5. Find and Replace in Microsoft Excel 

 
Figure 6. After changing Extracurricular Activities data 

After changing the Extracurricular Activities value, then, standardize the values of all variables. 

This serves to ensure that all values in the dataframe variables are on the same scale, and also reduces 

the impact of outliers, thereby improving the results of the experiment and making them more reliable. 

This process will be done using Google Colab, using StandardScaler from the 

sklearn.preprocessing library. Before doing Standard Scaling, first separate the Performance Index 

attribute from the others to ensure that the Performance Index is not changed. Then, after that use the 

StandardScaler() function as follows (Figure 7). 

 
Figure 7. Standard Scaling in Google Colab 

3.3. Data Exploring Results 

 
Figure 8. Student Performance Data Visualization 

From the results shown (Figure 8), 5 different types of graphs can be seen, with each graph 

representing each factor used to measure the student's performance index, in order from left to right, 

namely: (1) Extracurricular Activities, (2) Hours Studied, (3) Previous Scores, (4) Sample Question 
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Papers Practiced, and the last (5) Sleep Hours. From the graph above, it can be seen based on its gradient, 

that the factor with the smallest influence is Extracurricular Activities, and conversely the one with the 

largest influence is Previous Scores. 

3.4. Data Model Results 

1) K-Nearest Neighbor (k-NN) Algorithm 

The basic concept of K-NN is to find the closest distance between the data to be evaluated with 

its k nearest neighbors. The value of the distance between the test data and the training data is sorted 

from the lowest value. The sorting process is carried out to select a minimum distance of K pieces 

[11]. Using the K-NN algorithm in Rapid Miner (Figure 9), the data is divided by a ratio of 7 (Training): 

3 (Testing), and the number of k will be determined automatically. The root mean squared error 

(RMSE) obtained is 2,455 (Figure 10). 

 
Figure 9. k-NN Algorithm Design in RapidMiner 

 
Figure 10. RMSE Deviation of the k-NN Algorithm 

2) Support Vector Machine (SVM) Algorithm 

Support Vector Machine is a learning system whose classification uses a hypothesis space in 

the form of linear functions in a high-dimensional feature space, trained with a learning algorithm 

based on optimization theory by implementing learning derived from statistical learning theory [12]. 

As before, the data will be separated in a ratio of 7:3 for training and testing the model (Figure 11). 

The results obtained from this model are an RMSE deviation of 2,072 (Figure 12). 

 
Figure 11. Support Vector Machine Algorithm Design in RapidMiner 

 
Figure 12. RMSE Deviation of the Support Vector Machine Algorithm 

3) Linear Regression Algorithm 

Linear regression (Figure 13) is one of the widely applied statistical techniques to investigate 

the linear relationship between a single dependent variable and one or more independent variables 

[13]. Regression measures how much a variable can affect another variable so that the value of a 

variable can be predicted based on another variable [14]. With this algorithm, RMSE result of 2.013 

is obtained (Figure 14). 
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Figure 13. Linear Regression Algorithm Design in RapidMiner 

 
Gambar 14. RMSE Deviation of the Linear Regression Algorithm 

4) Generalized Linear Model Algorithm 

Generalized Linear Model (Figure 15) is an extension of the linear regression model, and is 

useful for modeling response variables that do not follow a normal distribution. More specifically, the 

Generalized Linear Model is useful for modeling data that is a proportion of a total, for modeling 

counts, and for modeling skewed continuous responses [15]. The Generalized Linear Model algorithm 

produces an RMSE of 2,030 (Figure 16). 

 
Figure 15. Generalized Linear Model Algorithm Design in RapidMiner 

 
Figure 16. RMSE Deviation of the Generalized Linear Model Algorithm 

5) Deep Learning 

Deep Learning (Figure 17) is connected with the use of Neural Networks to improve things 

like speech recognition, computer vision, and natural language processing. In information technology, 

a Neural Network is a system of programs and data structures that approximates the operation of the 

human brain. Neural Networks typically involve a large number of processors operating in parallel, 

each with its own small knowledge base and access to data in its local memory [16]. This Deep 

Learning model obtained an RMSE of 2,364 (Figure18). 

 
Figure 17. Deep Learning Algorithm Design in RapidMiner 

 
Figure 18. RMSE Deviation of the Deep Learning Algorithm 
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6) Table 1 shows the Summary of every Algorithm’s Root Mean Squared Error Of the five 

algorithms tested using RapidMiner, the one with the smallest RMSE or deviation is chosen to be used 

as the main algorithm. The main algorithm will then be retested in Google Colab. 

Table 1. Algorithm RMSE 

Method RMSE 

Linear Regression 2.013 +/- 0.000 

Deep Learning 2.364 +/- 0.000 

k-NN 2.455 +/- 0.000 

Support Vector Machine 2.072 +/- 0.000 

Generalized Linear Model 2.030 +/- 0.000 

 

7) Linear Regression Algorithm Results using Google Colab 

 

 
Gambar 19. Linear Regression Testing on Google Colab 

Based on the test (Gambar 18), the data is divided into a ratio of 7:3 as in RapidMiner, and the 

Root Mean Squared Error obtained is 2,015 and the Root Squared (R-Squared or R2) obtained is 98.9. 

This can be interpreted as the accuracy of this model is 98.9%. 

4. Conclusion 

Learning or education is the process of acquiring new understanding, knowledge, behavior, 

abilities, values, and attitudes. In a school environment, a system is needed that can detect student 

performance so that in the learning process the school can find out the size of student performance in 

their academic pursuits. The Student Performance dataset contains 10,000 data with the following 

attributes: (1) Hours Studied (2) Previous Scores (3) Extracurricular Activities (4) Sleep Hours (5) 

Sample Question Papers Practiced (6) Performance Index. The analysis begins with data cleaning, and 

it was found that the dataset had no abnormal values. The next step is to train the model using 

RapidMiner with the following algorithms: k-NN, SVM, Linear Regression, Generalized Linear Model, 

Deep Learning. The RMSE results obtained by each algorithm are 2,455 (k-NN), 2,072 (SVM), 2,013 

(Linear Regression), 2,030 (Generalized Linear Model), 2,364 (Deep Learning). 
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